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Abstract The Family of  𝐹𝑥𝐶𝑦 Techniques Conclusions

Tiny Machine Learning (TinyML) and Transfer Learning (TL)

are two widespread methods of successfully deploying ML

models to resource-starving devices. In this work we propose a

simple but efficient TL method, applied to three types of

Convolutional Neural Networks (CNN), by retraining more

than the last fully connected layer of a CNN in the target

device, and specifically one or more of the last convolutional

layers. Our results shown that our proposed method (𝐹𝑥𝐶1)

achieves about 19% increase in accuracy and 61% increase in

convergence speed, while it incurs a bit larger energy

consumption overhead, compared to two baseline techniques.

Introduction & Motivation
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Overall, we presented new Transfer Learning methods,

deployed to resource-constrained environments. We present

a simple but efficient method, in which we don’t fine-tune

only the last fully connected layer of a pre-trained network,

but we also retrain one or more of the convolutional layers

of three kinds of a CNN network (a Small CNN,

EficientNetB0, EficientNetB2). The results shown that 𝐹𝑥𝐶1

proposed method achieves approximately 19% increase in

network accuracy and about 61% faster convergence.

Tiny Machine/Deep Learning (Tiny ML/DL) is a fast-growing

field, which boosts machine learning tasks deployment in devices

that lack of computational resources, like sensors, IoT devices or

networks [5] etc. Moreover, TinyML lessens the energy cost of

the possible and now not necessary communication between the

edge device and the server. Furthermore, Transfer Learning (TL),

is a method in which pre-knowledge of a source model is used, in

order to enhance the learning ability of the device in which this

model is further applied. TL means either retraining the whole

model or the last fully connected layer to the resource-

constrained (target) evice and hence boosting its performance

with both reducing the training time [2],[1], needed for the model

to converge, as it inherits the already learned features and by

giving the opportunity for the model to be trained with sufficient

already-existed data.

In this work, we combine the two aforementioned techniques, by

proposing algorithms that go the common TL and the already

known TinyML optimization techniques a step further.

Specifically, our endeavor is inspired by the work [4], in which

authors propose the retraining of the fully connected layers to

low-powered device. We present methods of retraining, which

include also one or more convolutional layers, with the one that

uses only one convolutional layer to be our best method, due to

the fact that we achieve increase in accuracy levels, with the less

energy consumption [3], regarding to the other two methods,

proposed in this work.

The basic motivation is extracted by the way a CNN network

performs its tasks. Specifically, in an image classification task,

the first layers of a CNN network learn the basic concepts of an

image, then this knowledge is transferred to the next layers in

order for the final ones to be able to learn the high level concepts

of the input-image. This means that the final convolutional

layer/layers is/are responsible for the classification of the data,

being processed by the network. So, when the network is exposed

to new data, it is of high importance to update not only the

categorization of data, but also the categories themselves, so as to

achieve high Accuracy levels.

By this way, we start to enter the core of the network, without

needing the resources, that the whole network requires, in order

to operate. Overall, our work contributes in the following:

• We develop a technique where not only the final fully 

connected layers are retrained, but also some of the 

immediately previous convolutional layer are retrained.

• We investigate the tradeoff between training more layers 

versus accuracy versus energy consumption which has not 

been explored so far. Evidently, retraining more of the last 

layers (both convolutional and fully-connected) will result in 

improved accuracy, but it will cost in energy consumption. Is 

there any optimal point with respect to how many retrained 

layers are enough before consuming too much energy without 

gaining in accuracy?

• We use homogeneous data to experiment with, but by 

affecting a convolution layer through retraining, we can more 

easily deal with heterogeneous data in the future, since the 

convolutional layers are the ones responsible for the better 

understanding and categorization of the hierarchical features 

of image data; we compare the examined methods against two 

baseline methods: a) the methods reported in [4] (Baseline-1) 

and b) when the whole CNN is retrained (Baseline-2)

The most widespread technique in Transfer Learning is to train the

model to a dataset, then ‘freeze’ the weights and after that either

retrain the last fully connected layer, or retrain the whole model to

the new data. In our research, we conducted experiments in order

to observe how different the model will perform when we retrain

more layers than just the fully connected ones and compare our

results with the already existed TL methods. So, we created three

different experimental cases:

• F𝑥 C1. In this case, we train not only the last fully connected

layers, but also the last convolution layer, while the remaining

model is frozen.

• F𝑥 C2. In this case, we train the fully connected layers and the

last two convolution layers, while the remaining model is

frozen.

• F𝑥 C3+. In the last case, we train the fully connected layers

and up to three convolution layers, while the remaining model

is frozen.

In our experiments, the fully- connected layers of the networks,

used, are more than one, so in order to elaborately present our

Figures ( Figure 1, Figure 2 ), we display exactly the number of

both fully-connected and convolutional layers, taking place in

training, by using the abbreviation 𝐹𝑥𝐶𝑦, while x is the number

of final fully- connected layers and y the number of Convolution

layers, re-trained in every experiment.

In Table 1, information regarding the datasets, used, is shown.
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Figure 1: Experimental evaluation (Accuracy – Loss) of EfficientNetB0 

model, pre-trained on ImageNet and tested on CIFAR-100.

Figure 2: Experimental evaluation (Energy Consumption) of 

EfficientNetB0 model, pre-trained on ImageNet and tested on CIFAR-100.

Table 2: Summary of experiments.

Table 1: Datasets Information.
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